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ABSTRACT

The Surface Tension Driven Convection Experiment (STDCE) is a Space Transportation System flight

experiment to study both transient and steady thermocapiUary fluid flows aboard the USML--1 Spacelab mission

planned for :June, 1992. One of the components of data collected during the experiment is a video record of the

flow field. This qualitative data is then quantified using an all electronic, two dimensional Particle Image

Velocimetry (PIV) technique called Particle Displacement Tracking (PDT) which uses a simple space domain

particle tracking algorithm. Results using the ground--based STDCE hardware, with a radiant flux heating

mode, and the PDT system are compared to numerical solutions obtained by solving the axisymmetric Navier

Stokes equations with a deformable free surface. The PDT technique is successful in producing a velocity vector

field and corresponding stream function from the raw video data which satisfactorily represents the physical flow.

A numerical program is used to compute the velocity vector field and corresponding stream function under
identical conditions. Both the PDT system and numerical results were compared to a streak photograph, used as

a benchmark, with good correlation.

1. INTRODUCTION

The Surface Tension Driven Convection Experiment (STDCE) is a fluid physics experiment to determine

the nature and extent of transient and steady thermocapillary flows in the reduced gravity environment of low

earth orbitaboard the Space Shuttle. The STDCE ismangfested forflighton the United States Microgravity

Laboratory--1 Space Shuttle mission,planned for 1992. Therrnocapillaryflow,or surfacetensiondriven flow, is

generated by a thermally induced surface tension variation along a liquid--gas free surface. The surface tension

gradient, established by non--uniform heating the free surface, is a surface tractive force, which creates a flow

parallel to the liquid-gas interface from regions of low surface tension to high surface tension. Thermocapillary
flows are important in technological applications where free surfaces are inherent and gravitational forces are

small compared to capillary forces 1, such as containerlesa processing and crystal growth in low gravity, and

terrestrial welding. Under certain circumstances periodic flow oscillations can occur 2"3 which are considered to be

detrimental to the above processes.

In order to quantitatively study the STDCE flow field a flow velocity measurement technique was

sought. Requirements imposed by both the Experiment Investigators S. Ostrach and Y. Karnotani, of Case

Western Reserve University, and the Shuttle on--board operating constraints have dictated the use of this

particularmeasurement technique and data reduction system. The STDCE requirescontinuous recording of the

qualitativeflow patterns so that the evolutionof the flow fieldwith time can be studied. In addition,a method

to quantify the qualitativerecord isrequired. The axlsymmetric nature of the STDCE steady flow,studied in

thisflight,greatlysimplifiesthe task ofquantitativestudy. On--board operation of the experiment dictatesthe

use of a convenient,low volume storagetechnique and ease of operation. Based on these requirements,an all

electronicParticleImage Velocimetry (PIV) technique,recordinglightscatteredfrom small seed particles

followingthe flow on video tape, iswell suitedfor thisapplication.



Many of the techniques available for acquiring, storing and reducing PIV data utill_e traditional

photographic recordings and sophisticated processing hardware. They are also difficult to set up, are time

consuming and expensive. 4"6 The PDT technique is an all electronic technique which employs a single large

memory buffer frame--grabber board to digitize PIV images from an RS--170 video source (i.e. flow data imaged
using a CCD video camera and recorded on a shuttle videocasette recorder). In the PDT technique, a sequence

of images are time coded into a single binary file using a simple encoding scheme and then processed to track

particle displacements and determine velocity vectors. All of the data acquisition reduction and analysis is

performed on a 80386 PC, no array processors or other specialmed processing hardware are required.

In a previous paper s a single data set was presented to demonstrate the detailed workings of the PDT

algorithms and operatlon to show feasibility of using the PDT system for the STDCE. In this paper the PDT

system was used to acquire and reduce flow vizualizatlon data, from a ground--based laboratory mock--up of the
STDCE, furtherdemonstrating the abilityof the PDT system to adequately quantify the qualitativeflow fields

recorded during the STDCE. The flow data were acquired during steady stateconditionsusing the STDCE

constant flux boundaly condition,consistingofa temperature gradientcreatedby imposing a Gausslan heat flux

distributionon the freesurface. The heat flux distributionshape and totalpower were set as experimental

conditions. Also,a numerical code was previouslywrittenas an additionaltoolfor studying the STDCE flow

field.I0 The code solvesthe Navier Stokes equations with the Bousslnesqapproximation for the axisymmetric

STDCE geometry wlth both the constant fluxboundary conditionand other boundary conditionsstudied during
the STDCE. The flow fieldwas computed under the same conditionsas the experimental data. Both the PDT

system data and the numerical calculationwere compared to a streakphotograph, which was used as a

benchmark as itwas a directrecordof the actualevent. The comparison of the threetechniques isan

independent check for both the PDT system and the numerical code.

2.EXPERIMENTAL AND NUMERICAL TECHNIQUES

2.1.ParticleDisplacement Tracking system

The ParticleDisplacement Tracking (PDT) system uses an EPIX 4--MEG video frame-grabber board to

digitizeand storePIV images from any RS--170 video source,eithercamera or VCIL The frame-grabber board

isequipped with a 12.5 MHs A/D oscillatorso that interlaced640x480 square pixelframes are digitized.The

frame--grabber board isconfiguredto digitizeindividualfieldswith a minimum sampling time of 1/60 second.

However, by using justfields,the verticalresolutionishalved,producing a 640 pixelx 240 lineimage from the

even or odd fieldsfrom the RS--170 interlacedvideo signal.The reduced verticalsampling isnot a significant

effectifthe particleimages encompass severalpixelsacrosstheirdiameters. When acquiring video fields,25

fieldsare acquired and storedin the 4 Mbyte on--board memory buffer.

The PDT system isapplicableonly to low velocity(_(20 cm/s), sparselyseeded PIV fluidflow systems.

In the PDT system, a cw lasersource isused to generate a lightsheet,and a video array camera/frame--grabber

board recordsthe particleimage data. The frame-grabber board isused to acquirefivevideo fieldsequally

spaced in time from the RS--170 video source. The choiceoffivefieldsminimises the errorrate in subsequent

processing.9 The time interval,AT, between recorded fieldsis1/60 second at the minimum, and essentially

unlimited at the maximum time intervalwhich correspondsto the minimum velocities.The actual value of AT

isselectedaccording to the fluid velocitiesof interest.The particleseedingnumber densityisselectedso that

the individualparticlesare clearlyimaged.

The five video fields are then individually processed to determine the centrold location of each particle
image on each video field in the sequence. The particle centroid information is sufficient to determine the

displacement of the particles between fields. A simple boundary following algorithm is used to identify the

individual particle images. Each particle image centroid is computed using the particle image light intensity

distribution. The particle image amplitude and shape information are used in estimating the centroids and

subsequently discarded. The particle image centroids are determined to within • ½ pixel.



The singlepixelparticlecentroid estimatesfrom each of the particleimages recorded in the five--field

sequence are combined into a single640x480x8 bit pixelbinary file.The time historyof each particleimage is

encoded in the amplitude of the pixelmarking the positionofthe particlecentroid,with the pixelamplitudes

coded according to the time order in the fivefieldsequence. All of the particlecentroidsfrom video field#1 are

encoded into the composite binary f'deas pixelswith amplitudes 2I. Similarly,particlecentroidsfrom video field

#2 are encoded with amplitude 22,etc. By amplitude coding the pixellocationsof the particlecentroids,a 2--D

array isgenerated which contains the time historydisplacements ofallthe particlesrecorded in the fivefield

sequence over a totaltime intervalof 4AT. Amplitude coding unambiguously definesthe particle'sdirectionof

travel.The amplitude coding alsodecreasesthe probabilityof mistakenlyidentifyinga particleimage from a

differentparticleas being part of another particledisplacement record. Another advantage of using single

exposure particleimages fieldsisthe eliminationof particleimage overlap,which typicallyrestrictsthe lower

limitof velocitieswhich can be measured with techniquesutilizingtraditionalmulti--exposurephotographic

techniques. By individuallyprocessingthe video image fields,particleimages, in each field,with largediameters

relativeto theirdisplacement between exposures are easilytolerated.The only constrainton the minimum

velocityisthat the particlemust travelat leastone pixelbetween video fields.

The time historyfileservesas the input to the PDT algorithm which begins by scanning the time history

fileand storingthe locationsof allpixelswith amplitude 2I,which correspond to allparticlepositionsat the

initialfieldin the sequence, and serveas the startingpoint for the displacement tracking. By determining the

displacement of the particlefrom itsinitialposition,the velocityinformationof the flow isinferred.

For each initial particle position, a circular search region is defined around the 2 t amplitude pixel. Inside

the search region, the coordinates of all pixels with amplitudes equal to 2 2 are stored. The 2 2 amplitude coded

pixels correspond to the particle positions at 1AT, or field #2. The detected 2 2 amplitude pixels within the

search region are now each successively analyzed. The distance and angle between each 2 2 amplitude pixel and
the search region center 21 amplitude pixel is computed and used to project where the 2 _, 24, and 2 5 amplitude

pixels are located which correspond to the 21 and 22 amplitude pixel particles (Figure 1). If the projected pixel
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Figure I. PDT technique determining

velocityvectorsby defininga circular

search regionaround each 2tamplitude

pixel. All 22 amplitude pixelswithin

the search region are detected. The

distanceand angle from the 2t

amplitude pixel and alldetected 22

amplitude pixelsare used to project

where the subsequent third,fourth,and

fifthpixelvideo fieldparticleimages

willoccur. The projected3x3 pixel

search regionsare indicated.

locationsfor the 3rd, 4th, and 5th particleimages contain the correspondingamplitudes (23,24, 25) then a

complete particledisplacement record has been detected. The velocityvectorassociatedwith thisparticleis

computed from the distance between the initialand finalparticlelocations(2tand 25 amplitude pixels),and the

sum of the four inter--fieldtimes (IFT), 4AT. The detected particlepixelamplitudes are then set to zero to

avoid confusion in subsequent searches.



If the incorrect pixel amplitude or zero amplitude is detected at the projected particle locations, then the

22 amplitude pixel within the search region is not considered the actual second image of the 21 amplitude pixel at

the center of the search region. Each 22 amplitude pixel within the search region is examined until a complete

particle displacement pattern is detected or all of the 22 amplitude pixels are exhausted. If no match is found,

the algorithm continues on to the next initial particle position 2 ! amplitude pixel. As a result of the technique
no preknowledge about the flow system is required. The PDT system assumes that 22 amplitude pixels in the
neighborhood of the initial 21 amplitude pixel are the most probable particle displacements between video fields

#1 and #2 in the five field sequence. The maximum allowable particle displacement between fields has

previously been determined to be 10 plxels for sharply turning flows. 9 Ten pixel displacements between fields

minimizes the deviation of the particle path from a linear trajectory. Therefore, the search region size is defined
to be a circle of radius 10 pixels (Figure 1).

The random locations of independent particle images on the time history image frame can be

misconstrued as originating from a single particle, which results in a false velocity vector identification. The

main factor affecting the number of false identifications is the particle density in the fluid. The number of false

identifications is greatly reduced by using the above described particle time history information. A thorough
analysis of the expected number of false identifications is presented in Reference 8.

The positioning error on the discrete grid must be accommodated in the PDT processing. As previously

mentioned, the boundary processing technique provides particle centroid estimates to within * _ pixel on the
640x480 pixel time history image. For each projected particle position (for exposures 3, 4, 5) a 3x3 pixel search

region is defined. The 3x3 search regions are centered on the projected positions (Figure 1), allowing for the

positioning error of + ½ pixel. However, when a complete particle displacement pattern is detected, the exact

location of the amplitude coded pixel within the 3x3 region is used to determine the velocity vector magnitude.

The velocity vector angle is computed from the position of the 21 and 25 amplitude pixels.

There are two sources of error in the PDT estimated velocities: 1) the particle positioning error; and 2)

the time interval error. The time interval error is minimal since the frame--grabber board is genlocked to the

RS--170 video signal from the video camera. The major source of error is from the particle centroid estimates.
Typical total relative errors in measured velocity magnitude and direction areS"9:

1.8% and 1.0 ° for maximum velocities and

18% and 10.0 ° for minimum velocities.

A unique feature of the PDT technique is afforded by the use of a large memory buffer frame-grabber

board to store 25 sequentially acquired video fields. The 25 fields are grouped in successive sets of 5 fields and
processed by the PDT technique described above. The five groups of 5 successive fields produce five 2--D

velocity vector maps. Particles may be tracked across all five groups, for all 25 fields. Hence, the composite 2--D

velocity vector map may track particles for all five sampling intervals. Particles tracked for all 25 fields will be

represented by a string of velocity vectors oriented head to tail, which indicates the partlcle path over the total
measurement time of 24AT.

The data acquisition and PDT processing are all performed on a 33 MHz 80386 computer with a Weitek

3167 coprocessor. All of the PDT processing routines are written in Fortran 77 and compiled with a 32 bit
Weitek supported compiler.

The data acquisition software prompts the user for the number of video fields to elapse between the

acquired video fields. For low velocity flows many video fields are allowed to elapse between successively

acquired images. For faster flows, adjacent fields can be acquired resulting in the minimum AT of 1/60 second.
The coordinates obtained from the reservoir boundary are used to delimit the region of the image to be processed

to determine particle image centroids. Stray sources of light outside the reservoir are ignored by defining the

reservoir as a subregion of the recorded image. The threshold level, determined using the data acquisition

software is used in the centroid processing program to eliminate background noise in the recorded image, because
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thecentroidprocessing algorithm requires that the particle images be distinctly defined, i.e. zero level is assigned

between particle images.

Data sets sampled with different IFTs are combined and plotted to produce graphs with high dynamic

range. An algorithm to remove falsely identified velocity vectors from the data sets is used before plotting.

Typically, a few percent of the velocity vectors obtained will be falsely identified velocity vectors 8. The main

premise used in the irregular vector removal algorithm is that there are a sufficient number of 'good' velocity
vectors surrounding the 'bad' velocity vectors. The mean 'good' qualities are used to attempt to eliminate the

falsely identified velocity vectors.

A routine interpolates the randomly sampled data to a regular grid pattern (selectable up to 148x 148) by

sorting the velocity vector data, finding the 20 nearest neighbors to the grid point being computed and

performing a linear least squares interpolation to estimate the velocity at the grid point. The stream function of

the flow is then computed using this interpolated velocity vector information. A more complete description of

the PDT system hardware and software can be found in Reference 11.

Also included as an independent check of the qualitative flow patterns produced by the PDT hardware

and software were comparison to streak photographs made using a 35 mm SLR camera with a long time exposure

(seconds) under identical experimental conditions.

2.2. Numerical calculations

To obtain an additional tool for studying the Surface Tension Driven Convection Experiment flow with a

deformable free surface, a program with a high--order accuracy has been developed. The governing equations are

formulated based on the three dimensional Navier Stokes equations with the Boussinesq approximation, coupled

with species transport equations. Although the model is based on the three dimensional equations the code is

currently axisymmetric limited. The absorption of the laser radiation is accounted for by including a measured

absorption coefficient and a Gaussian distribution along the free surface. In order to incorporate the effect of free

surface deformation, the equations are transformed using generalized dynamic coordinates. The governing

equations are solved using a numerical technique in which the divergence--free condition is achieved by using a

dual time--stepping approach. 10 The flow equations, cast in pseudotime r, are in hyperbolic form with the aid of

artificial compressibility and are integrated in r until convergence for each physical time step.

Convective flux differences are evaluated using third--order--accurate upwind--biased flux--split
differencing. 10 The implicit operators generated using upwind fluxes are diagonally dominant and have good

stability and convergence characteristics. The numerical grid is 62x123 with the grid points clustered near the

centerllne and boundaries to provide good resolution in the boundary layer regions. The code has been written in

multiple block fashion for complicated geometry and in time--dependent generalized coordinates for free surface

deformation. The detailed equations and appropriate boundary conditions can be found in Reference 10.

3. EXPERIMENTAL SETUP AND TECHNIQUE

3.1. Experimental set--up

The ground--based development mock--up of the STDCE is shown in Figure 2. The test chamber
consists of a 10 cm diameter by 5 cm deep hole bored into a 12.7 cm square by 6.4 cm high plexiglas block.

Plexiglas was chosen to provide good optical access to the chamber. In the flight hardware configuration a

copper wall is used to maintain a more well defined wall thermal boundary condition, at the expense of easy

optical access, requiring a non--linear coordinate transformation to correct for optical distortions 8. The heat flux

to the surface was delivered by a variable power lZF--excited CO2 laser operating at 10.6 _m. The beam

diameter was controlled by a combination of a Fixed piano---concave lens and a movable piano---convex lens.
Based on spectrophotometric measurements 12 the laser radiation at this wavelength was absorbed within 0.2 mm
from the surface.
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Figure 2. The STDCE ground--based

experimental set--upshowing the test

cell,CO2 laserand optics,HeNe flow

visualizationilluminationlaser,gated
intensifiedCCD camera and the data

reductionPC containing the EPIX
4--MEG video board and PDT software.

A I mm thick,5 mW HeNe laserlightsheet was used to illuminatea crosssectionof the testchamber.

The HeNe laserlightwas scatteredby 12/Jm Plioliteparticles.The scatteredlightwas detected using a Xybion

gated, intensifiedCCD camera with 768 x 493 pixelsand recorded on a VHS videotape recorder. An Olympus

50--250 zoom lensoperated at f/11.0with a 7 mm extension tube was attached to the video camera using a

C--mount to Olympus adapter. The camera gate time featurewas essentiallydisabledyieldingan exposure time

of 16 ms. The camera gain was approximately 2/3 of the maximum. The 35 mm SLR camera, with the 50--250

zoom lensoperated at f/8.0 and 46 mm of extension tubes,was mounted in placeof the CCD camera afterPDT

data acquisitionand used to make streakphotographs of the flow.

3.2. Experimental technique

The particleconcentration in the i0 centistokekinematic viscositysiliconeoilwas adjusted manually in

an iterativeprocessuntilthe PDT system detected approximately 600--800 particlesper digitizedvideo field.

This was a compromise between too many particles,raisingthe number of falseidentifications,and too few data

points. Although thisprocesswas qualitative,itisnot difficultto reproduce (forthe same hardware conditions),

nor isittime consuming due to the near realtime nature of the PDT system. The falseidentificationsdid not

affectthe correctnessof the 'good'velocityvectors.

The data presented here consist of flow patterns resulting from a 20 mm heating beam diameter with a

total power level of 1.20 W. The beam diameter was measured at the 1/e 2 point. The actual power absorbed by

the fluid was 90% of the beam power due to reflection at the liquid interface 12. Therefore, the power level used
in the numerical calculation was 1.02 W.

The raw video data for each run were acquired according to the followingsequence. The COs laserwas

energized and adjusted to the appropriate power levelwith the beam blocked. Itwas allowed to stabilizefor

approximately 30 minutes. Frequent measurements of the output power were used to confirm the stability.

After the laseroutput was stable,the fluid/particlemixture wM stirredto assurethat the tracerparticleswere

uniformly distributed.The VCR was then startedat time t-0 and the CO2 laserbeam was unblocked, starting

the flow. The resultingflow patterns were recorded for 45 minutes. The steady statewall temperature was also

recorded as itwas needed as an input for the numerical calculation.



The PDT data acquisition was started at t=24 minutes and lasted approximately 20 minutes. To insure

the highest contrast and resolution images, data was acquired directly from the live video signal, but was also
recorded in case additional data acquisition was needed and for archival purposes. One set of data was

reacquired from the video tape because the original digitised images were inadvertently erased. The actual

acquisition time for the longest IFT was 3.3 minutes; the majority of the time was used to store the 25 video
fields to the PC hard disk. After the PDT data acquisition the CCD camera was replaced by the 35 mm SLR

and 10 streak photographs were taken with different time exposures.

4.RESULTS AND DISCUSSION

4.1.Data acquisition and reduction

The method of digitizing the raw video data is a function of the characteristics of the flow. The dynamic

range of the flow and whether the flow is transient or steady are important factors which dictate how the data

are to be acquired. If the flow has a very high dynamic range the raw video data must be sampled using vastly

different IFT's in order to capture both the slow and fast velocities. If the flow is steady, the acquisition of data

with different IFT's can be done sequentially as the flow is time invariant. If the flow is transient one must be

careful to use the same raw data (i.e. the same section of video tape) for the acquisition of each IFT to insure

that the flow patterns change as little as possible during this time period. For the data presented here, the

sampling times consist of IFT's of 5, 10, 20, 40, 60, 80, 120, 160, 240, 320, 480, all acquired sequentially over a 20

minute period. The above sampling provides a maximum possible dynamic range of 960:1.

The frrst step in processing the data is to determine the threshold level required to provide unique,

non-overlapping particle images. This consists of setting all pixels under the selected threshold values to zero

providing a black background. This level is high enough to eliminate camera noise from the image. The level
chosen was grey level 45 out of 256. The boundaries of the chamber were determined so that only the active

flow area was used during processing, eliminating an electronic date/time stamp and stray light caused by

spurious reflections. This step also helps decrease the processing time. Figures 3 and 4 illustrate images with

threshold values of 0 (unthresholded) and 45. Note that only the active area of the flow is shown.

A single program was written to perform both the boundary processing and the PDT tracking 11 for all 11

IFT's in a serial mode. Only the file names, threshold values and active flow areas are needed. The total

processing time (both boundary processing and PDT tracking), including disk access and CPU time was 8.2

minutes to produce 2874 velocity vectors.

4.2. Experimental results and comparison with numerical calculation

The resulting velocity vector data from the 11 IFT's were combined to yield a high dynamic range

velocity field. The raw velocity vector data are shown in Figure 5, plotted in nondimensional coordinates, where

the radius, r/l_ is 0 to 1 and the height, z/Z is 0 to 1. Before plotting, the vectors were sorted to facilitate

removal of duplicates (vectors with the same location), eliminating the smaller magnitudes. As shown in the

figure a certain nt_mber of false velocity vectors exist due to random particle locations which satisfy the PDT

algorithm. In Figure 5, 4.9% (140/2874) are false identifications, which is typical for this procedure, as reported
in Reference 8.

Next an algorithm was used to eliminate the false identifications. The magnitude and direction of the 10

nearest neighbors to each velocity vector are used to test whether a certain vector is a false identification. In the

algorithm two tests are performed. The mean speed of the flow was computed and compared to the vector in

question; if the vector was greater than three times the mean, it was eliminated. The direction of the vector in
question was compared to the standard deviation of the flow direction of the I0 nearest neighbors; if it differed

by greater than one standard deviation, the vector was eliminated. Figure 6 shows the resulting velocity vector
field after the application of this algorithm. 718 vectors were eliminated, reducing the false identifications to

1.1% (23/2093). The results for the detected vector magnitudes were accurate to 1.7% for the highest velocities

7



and 18% for the lowest velocities while the angular error ranges were 1.0 and 10.0 degrees respectively.

Figure 3. A sample
unthresholded video

field captured using the
EPIX 4--MEG

frame--grabber. Note

that only the active

area of the flow is

shown.

Because the velocityvectorsfound are at random locations,an interpolationalgorithm isused to produce

velocityvector fieldswith data on a regulargridand to providea velocityestimatesin regionsof sparsedata. A

linearleastsquares interpolationalgorithm which utilizesthe velocityvectorinformation of the nearesttwenty

neighbors to the grid point in question accomplishes thistask. A Gaussian smoothing filteristhen passed over

Figure 4. A sample

video fieldcaptured

using the EPIX

4--MEG frame--grabber,

thresholded using a grey

levelof 45. Note that

only the activearea of

the flow isshown.

the interpolateddata. The algorithm allowsfor interpolationin a sub--regionof"the entireflow fieldto

accommodate situationswhere thereare stagnant regionsofthe flowfield.In the case presented here,the flow is

thermally stratified,and thereforecontained within the top one halfof the fieldbelow the freesurface. In the

interpolatedplotshown in Figure 7, only the top 45% was used by the algorithm. This region was picked by

observing the flow on the video tape and determining the activeportionof the flow.
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The interpolateddata was used to compute the stream function. The streamlinesfor thisflow are shown

in Figure 8, plottedwith 21 contour levels.The positivestream functionvalues (solidlines)show the

counter--clockwiserotatingcelland the negative values (dottedlines)representthe clockwise rotatingcell.
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Figure 6. Two dimensional velocity

vectordata shown in Figure 5 after
removal of the falseidentifications.781

vectorswere removed reducing the false

identificationsto 1.2%.

The first step in comparing the experimental and numerical techniques was to examine the streak

photograph shown in Figure 9, as it was a direct record of the flow streamlines. This provided a good, credible

benchmark for the flow structure. Then the PDT system data and the numerical data were compared to each

other and to the benchmark streak photograph to illustrate and resolve any discrepancies.
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Figure 8. The stream function

calculatedfrom the PDT system data

using a 148x 148 interpolatedgrid

showing the two counter rotatingcells,

but not the very slow secondary cells
locatedbelow the main cellsas

indicatedin Figures 6, 7,8. The solid
stream linesdenote counter---clockwise

rotation,while the dotted streamlines

denote clockwiserotation. Several

_trearnlinesshown below the main cells

are attributedto incomplete raw data.

The streamlinevaluesare normalized to

+i.

The streak photograph (Figure 9) isa 22 second exposure which ilequivalentto an IFT of 330, roughly

capturing the same range of velocitiesin the flow as the PDT system data. These atreaklineswhen compared to

the stream function derived from the PDT system data (Figure8) and the stream functionfrom the numerical

calculation(Figure 10) allshow the same globalflow structure;the symmetrical counterrotatingcells.The

locationof the cellcentersare allnearlyin the same locationsand are shown in Table 1.

The secondary cellsbelow the main cellsin Figures8 and 9 do not show clc_ureas isindicatedby the

calculatedstream function in Figure 10. Experimentally,the celk reach outward closeto the wall. This is

supported by both the streakpictureand the PDT system raw data shown in Figure 6. Neither a long enough
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streak exposure nor a large enough IFT could be practically used to capture the slow velocities near the wall,
which close the secondary cells. The particle settling velocities in this region were of the same order of

magnitude as the flow velocities and would have distorted the data. Without data to show closure of the cells
and the fact that the stream function values in this region are on the order of the noise in the calculation, the

contouring algorithm did not draw streamlines for the secondary cells. None the less, the experimental data in

Figure 6 shows substantially larger secondary cells. In addition, the lowest value streamlines in the main cells in

Figure 10 penetrate deeply into the test chamber. No velocities were measured in this region using the PDT

technique. Also, the streak photograph did not show any motion in the lower half of the flow field. The
dynamic range in the calculated flow field is an order of magnitude greater (210,000:1) than the PDT system

data, which allows for the measurement of velocities ten times slower, as the maximum measured and calculated

Figure 9. Streak

photography illustrating
the actual streamlines

in the flow. The time

exposure was 22

seconds, which was

equivalentto an [FT of

330, capturing roughly
the same flow velocities

as the PDT system
data.
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Figure 10. The stream function from
the numerically calculated flow field

using a 62x123 grid with the grid points
concentrated at the walls, free surface

and centerline (r/R_0). The same

number of contours are plotted as the

experimental data shown in Figure 8.
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velocities are roughly the same order. This was not seen in the experimental data for the aforementioned reason
of not being able to obtain unbiased estimates of these low flow velocities.

A dip in the stream function near the wall and more compact streamlines are observed in the streak

picture and in the numerical calculation. The numerical calculation has grid points clustered near the

boundaries, allowing for high resolution near the wall. As a result the stream function k better defined in the

region of high grid point density. The maximum grid of 148x148 used with the PDT symtem data could not

provide this resolution, therefore, the plotted streamlines are slightly farther apart. The dip in the stream

function at the side wall was not observed in the PDT stream function because the data in this region was too
sparse to resolve this feature.

technique

left cell

r/R s/Z
right cell

r/R s/Z

0.31 0.92PDT system data 0.31 0.92

streak photo 0.27 0.90 0.27 0.90

numerical calculation 0.31 0.94 0.31 0.94

Table 1. Comparison offlow cellcentersfor the experimental and numerical techniques.

A featurewhich isunique to the numerical data isthe high accelerationof the outward flowing surface

layer near the side wall. This phenomena was not observed in the PDT data nor in the streakphotograph.

The numerical calculationpredicts this velocityspike at the wall due to a high temperature difference

between the cold wall and the warmer surfacefluid. The fact that the velocityspike was not observed

cxperimentaily indicatesthere may be a discrepancy between the modeled and actual side wall boundary
condition.

Observation of the velocityvectorsin Figure 6, shows that in the region r/R-_0.05-0.30there are few

velocityvectors. This isa resultof three factors.Based on qualitativeobservation the particleimages in

this region tended to disappear in this high velocityregion,eliminating the possibilityof tracking them.

The frame rate of the camera was too slow (1/60 sec) allowing too large a particledisplacement between

fields.The flow in this region was sharply accelerating(both magnitude and direction)violatingthe PDT

system assumption of quasi-steady, linear flow during acquisition of each five-fidd set of images.

Therefore,the measured maximum velocityof 0.63 cm/s was lower than the calculatedvelocityby a factor

of 2. A higher measured velocityin this region would tend to pull the streamlinesclosertogether in this

region,moving the cellcentersinward.

5.CONCLUSIONS

The PDT system was successfulin producing velocityvector fields,which representthe physical flow.

The false identificationrate was reduced from 4.9% to 1.2% with the the application of comparative

algorithm,without user intervention. Interpolatedvelocityvectorfieldswere determined using a linearleast

squares routine to estimate the velocitiesin regionsof sparse data and to plot the data on a regulargrid.

The stream function was calculatedfrom the interpolatedvelocityfield. The entireprocessfrom the start

of the data acquisitiontc the finalplotstook approximately ½ hour.

The experimental stream function was compared to both a numerical calculationand a streak

photograph under the same conditions. The resultsshow that the PDT system faithfullyrepresented the
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physicalflow. Somediscrepancieswere found and attributedto the limitationsof the tracerparticleimages

disappearing/reappearing in the high accelerationregions near the freesurface,the limitationsof the 1/60

second standard video fieldrate and the PDT system software assumption of nonaccelerating,linearflow

during a fivefieldsequence of acquired images. Overall,the discrepancieswere minor consideringthe ease

of use,low hardware complexity and costof the system.
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